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The worlds’ languages contain a variety of cross-linguistic phonotactic patterns, in which 
certain sound sequences are more likely to occur in languages than others [1]. We investigate 
whether these phonotactic patterns are reflected as probabilistic distributions within individual 
languages in the context of sonority constraints on syllable formation. 

Cross-linguistic patterns in syllable structure have been argued to be governed by sonority 
hierarchies [2,3]. Sonority hierarchies are loosely based on the comparative loudness of speech 
sounds. The Sonority Dispersion Principle (SDP) argues that: “… the simplest syllable is one with 
the maximal and most evenly-distributed rise in sonority at the beginning, and the minimal drop 
in sonority at the end. Syllables are increasingly complex to the extent that they depart from this 
preferred profile.” [2]. Simpler syllables as defined by the SDP are more cross-linguistically 
common (attested in more languages) than complex syllables. For example, plosive + vowel 
syllables are attested in more languages than glide + vowel syllables based on SDP [2].  

We also know that, in addition to categorical constraints on their phonology, languages also 
contain probabilistic phonotactic patterns within the sequences that they allow [4,5]. Amongst their 
legal phonological sequences, some sequences tend to be over-represented, and some sequences 
under-represented. Native speakers of languages can rate the well-formedness of non-words, 
closely tracking the probabilities of the sequences they contain [6,7]. These within-language 
gradient phonotactic patterns are thus an important part of linguistic knowledge. 

If cross-linguistic patterns are also reflected as within-language probabilistic constraints, we 
can hypothesize that in a language that allows both simple and complex syllables based on the 
universal sonority dispersion principle, simpler syllables will be more frequent within that 
language. This hypothesis generates a number of untested predictions, for example, that in a 
language that allows for both plosive + vowel and glide + vowel syllables, plosive + vowel 
syllables will be more frequent than glide + vowel syllables. 

To test this hypothesis, we have used databases of phonemically transcribed lemmas with 
syllable boundaries to obtain the type frequency of bigrams in 4 positions of #[CV], [VC]#, 
#[CC]V and V[CC]# within syllables in 8 languages: English, German, Dutch, te reo Maori, 
Italian, Portuguese, French and Greek. Linear regression models were performed to test any 
correlation between cross-linguistic sonority-based complexity of bigrams and within-language 
probabilistic distribution of bigrams. In order to make sure the model predictions are far from 
random, Monte Carlo simulations were performed by generating 1000 random iterations of bigram 
lists of each language and performing the similar statistical models on each of 1000 random 
iterations to see whether the model predictions for the original lists are significantly different from 
those for the random lists. 

Results are consistent with our hypothesis in that a significant correlation exists between 
bigram complexity based on the sonority dispersion and bigram type frequency for #[CV], [VC]# 
and #[CC]V positions within syllables (less complex is correlated with more frequent) (Table 1 
shows Monte Carlo results using shades of colour). These findings suggest that in languages 
explored in this study, there is a general alignment between sonority dispersion principle as a cross-
linguistic universal and within-language probabilistic distribution of segment sequences within 
syllables. 

 

 

 

 

 

 

 



Table 1. The numbers represent the probability of occurrence of the original bigram lists within 1000 random 

iterations of them. Shades of green are used when the probability is in support of our hypothesis. Shades of red are 

used when the probability is against our hypothesis. 

 

 #[CV] [VC]#  #[CC]V  V[CC]# 

Dutch 0.999 0.999 0.000 0.000 

French 0.001 1.000 0.000 -0.009 

Italian 0.000 1.000 1.000 0.997 

English 0.000 0.000 0.000 1.000 

German 0.000 0.428 0.005 -0.001 

Greek 1.000 0.000 0.000 0.823 

Portuguese 0.000 0.000 0.000 -0.021 
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