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Research indicates that infants acquire phonemic awareness by the age of 6 to 8
months and begin to develop phonotactic knowledge between 8 to 10 months. By this age,
they exhibit statistical learning capabilities, as they prefer sequences with higher transitional
probabilities over those with lower probabilities, a phenomenon observed in both natural and
artificial language learning contexts (Pelucchi et al., 2009; Saffran et al., 1996). However, it
is still unclear how these capabilities are present during the early stages of phonological
acquisition. This study utilizes a raw audio corpus to investigate the ability of a neural
network model to acquire phonotactic knowledge. Mirroring the initial stages of infant
language acquisition, the model is designed without prior knowledge of phonemes or
phonotactic rules. Instead, it solely relies on raw audio sequences extracted directly from the
corpus as input. Our case study investigates the aspiration alternation in English voiceless
stop consonants occurring between the initial position and following the sibilant fricative /s/
(Iverson & Salmons, 1995).

We utilized a subset of the LibriSpeech corpus (Panayatov et al., 2015), including
recordings from 251 speakers and totaling approximately 100 hours of audio data. We
selected word-initial voiceless stops (/p/, /t/, /k/) and /s/-stop sequences. We randomly
allocated 20% of the data as a validation set, with the remainder as the training set. The raw
audio data underwent a transformation into Mel-spectrograms, with 25ms sample window
length, 10ms shift length and 64 filters. The autoencoder compresses the input Mel-
spectrogram sequence into a hidden representation of the same length, subsequently decoding
it autoregressively with cross-attention (Vaswani et al., 2017). This design aims to replicate
the sequential processing and memory inherent in language learners. Ten distinct models
were trained, each initialized with different random seeds. Models were then evaluated on an
evaluation set, from which we collected the reconstructed output, hidden representations, and
attention matrices for each epoch. We analyzed the attention matrices for /s/+stop sequences
and calculated the foreign attention scores for each frame to quantify the model’s focus on
segments other than the one to which the frame belongs.

We found increased foreign attention at the boundary position between /s/ and stop
sounds, indicating that the model exhibits a sensitivity to the points where contrasts occur.
Notably, except for the initial epochs (< 10) under unbalanced training conditions, all
subsequent epochs exhibited significantly higher foreign attention scores on the stop side
compared to the /s/ side (Figure 1). This pattern suggests that based on the training on raw
audio corpus, the model has adapted to allocate more attention to the /s/ segment when
reconstructing the following plosive, presumably to generate the de-aspirated allophone of
the plosive. We also assessed the model's ability to differentiate in the hidden representation
space between stops that follow an /s/ and those that do not. The model demonstrated a
notable capacity to distinguish between these two categories, achieving an average silhouette
score of approximately 0.3. This contrast with the model's performance distinguishing POA
among stop categories themselves, where it showed almost no ability to differentiate (Figure
2). Our study demonstrates that based on raw audio data corpus through unsupervised
training, an autoencoder model can implicitly learn phonotactic knowledge, mirroring early
stages of language acquisition.
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Figure 1 Foreign-attention trajectory of model 

trained on natural set at epoch 99.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2 Silhouette score across epochs between 

aspiration contrasts (stops following /s/ vs at 
word-initial position) and POA contrasts. 




